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Abstract 
In basketball, each player’s skill level is the key to a team’s success or failure, 
the skill level is affected by many personal and environmental factors. A 
physics-informed AI statistics has become extremely important. In this article, 
a complex non-linear process is considered by taking into account the average 
points per game of each player, playing time, shooting percentage, and others. 
This physics-informed statistics is to construct a multiple linear regression mod-
el with physics-informed neural networks. Based on the official data provided 
by the American Basketball League, and combined with specific methods of R 
program analysis, the regression model affecting the player’s average points per 
game is verified, and the key factors affecting the player’s average points per 
game are finally elucidated. The paper provides a novel window for coaches to 
make meaningful in-game adjustments to team members. 
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1. Introduction 

Basketball, as a competitive sport, is not only one of the core events of the Olympic 
Games, but also has a high popularity worldwide. As a team sport, basketball 
matches are scored by each team based on the cumulative score of their players 
on the field. Therefore, the score of each player on the field directly affects the 
victory or defeat of the team. The selection of players on the field is a very chal-
lenging task for coaches. This is because the scoring performance of each player 
on the field is influenced by various factors, such as playing time, shooting per-
centage, number of assists, etc. It is a complex nonlinear process. During the 
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game, the issue of how to choose players to play often relies on the coach’s 
on-site experience, and the statistical theory behind it is a meaningful research 
topic. 

In recent years, domestic and foreign scholars have conducted in-depth re-
search and analysis on the average score of players and the total score of teams 
in basketball from different perspectives. In 2015, Chen et al. used simple corre-
lation analysis, descriptive statistics and other statistical methods to study the 
correlation between total salary of basketball clubs and team performance and 
player performance [1]. They concluded that player salary is directly influenced 
by five factors: average score per game, number of assists, rebounds, number 
of appearances, and average assists per game. In 2020, Song et al. conducted 
post-game technical statistics and analysis on five teams in the Xizang Women’s 
Basketball League through expert interviews, cluster analysis and other methods. 
The results showed that high altitude also had a certain impact on women’s bas-
ketball scores [2]. In the same year, Li et al. conducted a statistical analysis of the 
2018-2019 CBA league season using multiple linear regression methods [3]. Us-
ing 10 technical indicators such as average rebounds and assists per game as in-
dependent variables, they established a regression model to find the key factors 
affecting the team’s victory or defeat. Inspired by the research work of Li et al., 
in 2022, Tan took Guangzhou team of Era China as the research target, and used 
various data indicators of the team’s scores in the 2020-2021 season as independent 
variables, and the game results as the dependent variable for multiple linear analy-
sis. The results have certain theoretical significance for the Guangzhou team of Era 
China to improve the winning rate of matches [4]. It can be seen that multiple li-
near regression, as a statistical analysis technique, is an important tool for theo-
retical research on the winning situation of modern competitive sports. 

As a statistical analysis method for studying nonlinear problems, multiple li-
near regression models play a very important role in statistics, and are widely 
used in fields such as data analysis, prediction, and modeling [5] [6] [7]. Its main 
functions include modeling and prediction, variable screening and impact anal-
ysis, control variable method, and model diagnosis. For example, Huang et al. 
used a linear regression algorithm to conduct a statistical analysis of local tour-
ism data [8]. Liu et al. estimated the demolition rate using multiple linear regres-
sion based on statistical data of building scale [9]; Zhang et al. conducted data 
statistics and analysis on the general equilibrium model of environmental dynam-
ics using multiple linear regression, and identified important parameters of en-
vironmental patterns [10]. In 2020, Li et al. conducted an empirical statistical anal-
ysis of agricultural e-commerce data in China using this model [11]. In addition, 
in the process of implementing nonlinear regression models, R language is a 
method for handling nonlinear relationships between variables, which involves 
optimizing the parameters of nonlinear functions. It can better help researchers 
understand and sort out the nonlinear relationships between multiple variables, 
and is a common important tool used in combination with multiple linear regres-
sion models [12] [13]. 
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As a typical nonlinear process, which key factors have a significant impact on 
the average score of basketball players per game? Can a detailed statistical analy-
sis of player post-game technical data be conducted based on a nonlinear regres-
sion model to obtain theoretical results? There is currently no relevant research 
on the analysis process of game statistics in basketball. This article intends to start 
from official data provided by basketball matches, use data analysis techniques of 
multiple linear regression models, and combine with specific implementation me-
thods of R language to analyze many factors that affect the average score of players 
on the field, providing theoretical support for basketball coaches to choose play-
ing players. 

2. Basic Theory of Multiple Linear Regression Models 

The multiple linear regression model is an extended form of linear regression 
analysis technique commonly used to handle the impact of two or more factors 
on the variables to be analyzed or predicted results. Formally, it is a statistical 
method used to study the multilinear relationship between the dependent varia-
ble and the multivariate explanatory variable [14]. The general form of a regres-
sion expression involving k explanatory variables is: 

0 0 1 1 2 2
1

k

i i k k
i

Y X X X Xβ β µ β β β β µ
=

= + + = + + + +∑  ,        (1) 

where, Y is the dependent variable, iX  is the explanatory variable, iβ  is the 
regression coefficient, and µ  is the error term. Here, the error term is a varia-
ble factor that is related to the dependent variable Y but cannot be explained by 
the previous k explanatory variables as well as their linear combinations. 

In the process of applying multiple linear regression models to analyze prac-
tical problems, the following basic assumptions need to be met: 

1) The error term, as a random variable, has an expected value of 0. Namely: 
( ) 0E µ = . 
2) For all observed values of k explanatory variables 1 2, , , kX X X , the va-

riance value ( ) 2D µ σ=  of the error term should be constant. 
3) The error term follows a normal distribution ( )2~ 0,Nµ σ  and different 

errors are independent of each other. 
In order to obtain a clear relationship between the dependent variable Y and 

various explanatory variables, it is necessary to estimate the regression coeffi-
cients iβ  by observing the sample values, and establish an estimated regression 
expression: 

0 1 1 2 2
ˆ ˆ ˆ ˆˆ .k kY X X Xβ β β β= + + +                  (2) 

The most commonly used methods for estimating regression coefficients are 
the least squares estimation method and the maximum likelihood estimation 
method. Among them, the least squares estimation method has advantages such 
as unbiasedness, consistency, and effectiveness. However, when there is mul-
ticollinearity between independent variables, its solution may not be unique 
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or exist. Maximum likelihood estimation has the characteristics of consistency and 
asymptotic normal distribution, but in practical applications, its computational 
complexity will rapidly increase with the size of the problem and the increase of 
observation data, and there may be problems such as non-unique estimation 
values. Therefore, in different application scenarios, other types of parameter es-
timation methods have emerged, such as instrumental variable estimation me-
thod, Bayesian estimation method, etc. Among them, Bayesian estimation me-
thod is a method based on Bayesian statistical theory, which estimates parameter 
values by introducing prior and posterior distributions. In Bayesian parameter 
estimation, different levels of significance can be set according to actual needs. 
For example, the significance level P-value can be set to 0.05 [15]. That is, when 
the statistical hypothesis test value is less than or equal to 0.05, the statistical re-
sult is considered significant; otherwise, it is considered that the statistical results 
are not significant. 

3. Data Sources and Variable Selection 
3.1. Data Sources 

Due to the fact that the National Basketball Association (NBA) in the United 
States almost gathers basketball elites from various countries around the world, 
this article will analyze the data of NBA players in 82 regular season rounds (ex-
cluding playoffs) of the 2022-2023 season, with detailed data sourced from Si-
na.com [16]. As is well known, the NBA has 30 teams in the entire league, each 
with 15 players, and only about 10 players can play in each game. Due to other 
5 players playing during garbage time, their playing time is very limited, so their 
statistical data is meaningless. Therefore, in this article, we select the top 10 players 
per game in each team for analysis. Therefore, the analysis of the average score 
per game for players in this article is based on the data of players playing with 
a total sample size of 300. 

3.2. Selection of Interpretable Variables 

In order to apply multiple linear regression models to analyze the average score 
of players on the field, it is necessary to analyze and screen multiple factors that 
affect the average score of players on the field [16]. Based on the basic data in-
formation of basketball players published on the website, first select the 11 fea-
ture attributes shown in Table 1 as candidate interpretable variables, and use the 
field average score as the dependent variable Y influenced by these interpretable 
variables. 

The following is an analysis of the sample indicators of 300 players based on 
the R program. In order to clearly see the relationship between different random 
variables, a scatter plot matrix is constructed using the pairs() and boxplot() func-
tions in the R program (see Figure 1). The scatter plot matrix can intuitively ob-
serve the distribution, correlation, and possible correlation between different ran-
dom variables, while also discovering outliers in the sample data. 
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Table 1. Candidate interpretable variable indicators. 

Serial Number Symbols Symbolic Representation 

1 X1 Height 

2 X2 Weight 

3 X3 Minutes Played per Game 

4 X4 Field Goal Percentage 

5 X5 Rebounds per Game 

6 X6 Assists per Game 

7 X7 Turnovers per Game 

8 X8 Steals per Game 

9 X9 Blocks per Game 

10 X10 Personal Fouls per Game 

11 X11 Assist Loss Ratio 

 

 
Figure 1. Scatter plot matrix between different independent variables. 

 
In the R program, the function lm()is used to fit a linear regression model, 

which is used to verify the linear relationship between variables, the error term 
of normal distribution, and homoscedasticity. When using the lm() function in 
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practice, it is necessary to carefully test and evaluate whether the sample data to 
be analyzed conforms to these assumptions. In addition, when analyzing data, 
the generalized linear model glm() function cannot be used for descriptive esti-
mation due to the fact that the explainable variables do not follow a normal dis-
tribution, the variance of the error term is not constant, the binary countability 
of the explainable variables, and multi classification. Through analysis, it was 
found that using the multiple linear regression model lm() for scanning analysis 
is more reasonable, while paying attention to the logistic regression and construct-
ing a linear relationship between the dependent variable Y and different interpreta-
ble variables. 

To this end, now, we use the function lm() to obtain descriptive statistical in-
formation of the data, and then uses the summary() function to generate statis-
tical information of the object, including descriptive statistics and model fitting 
results. Finally, using the ggplot2 library, draw a correlation coefficient graph 
between independent variables to determine whether the model assumptions are 
met and whether there are multicollinearity problems. Based on the sample data 
of 300 players, a correlation coefficient graph between different interpretable va-
riables is shown in Figure 2. 

3.3. Adjustment of Interpretable Variables 

The descriptive statistical information of the full model logistic regression is  
 

 
Figure 2. Correlation coefficient between independent variables. 
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calculated below, and the statistical information of 11 interpretable random va-
riables can be obtained as shown in Figure 3. In multiple linear regression anal-
ysis, the P-value (i.e. the last column of Figure 3) is usually used to determine 
the degree of support of the observed data for the original hypothesis. When the 
P is large, it indicates that there is not enough evidence to support the observed 
effect, especially when the P is greater than the significance level (the signific-
ance level value set in this article is 0.05), we usually choose not to reject the 
original hypothesis. According to the regression coefficient p-value analysis re-
sults shown in Figure 3, it can be seen that X1, X2, X5, X8, X9 and X11 have no sig-
nificant contribution to the field average score Y of the dependent variable, and 
the hypothesis of parameter 0 cannot be rejected. Therefore, these independent 
variables will be removed to optimize the model and test its fit. In addition, X7 is 
the “number of mistakes”, and the characteristic of basketball is that the core 
players control the ball to organize the attack. The data item “number of mis-
takes” has little research significance, and will be removed during the experi-
mental process. 

After the above analysis, the autocorrelation coefficients and descriptive statis-
tical information of logistic regression between the selected interpretable random 
variables X3, X4, X6, and X10 are shown in Figure 4 and Figure 5, respectively. By 
analyzing the value of P, it can be concluded that the four retained random varia-
ble values are the key factors affecting the value of the dependent variable Y. 
Therefore, X3: average playing time per game, X4: shooting percentage, X6: aver-
age rebounds per game, and X10: average fouls per game were selected as explain-
able random variables in the multiple linear regression model, and regression anal-
ysis was conducted based on the sample values of these random variables. 

 

 
Figure 3. Descriptive statistical information of full model logistic regression. 
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Figure 4. Correlation coefficient graph between independent variables after deleting oth-
er independent variables. 

 

 
Figure 5. Descriptive statistical information of logistic regression in a new model after 
removing other insignificant independent variables. 

 
Finally, the function vif() in the R program can be used to calculate the Varia-

ble Inflation Factor (VIF). Here, VIF is an indicator used to detect the degree of 
multicollinearity between independent variables in multiple linear regression 
models. According to the theoretical knowledge of multiple linear regression, the 
larger the VIF, the stronger the collinearity relationship between independent 
variables, which may lead to unstable estimation of regression coefficients. Usual-
ly, when the VIF is greater than 10, it is considered not an ideal estimation mod-
el. Calculate the VIF values for four random variables X3, X4, X6, and X10, and 
obtain the computation results given in Table 2. After determining these four  
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Table 2. VIF results for explainable random variables. 

Explainable Random Variables X3 X4 X6 X10 

VIF Value 2.1392 1.1145 1.7356 1.4392 

 
variables X3, X4, X6, X10, use the lm() function to obtain descriptive statistical in-
formation of the data, and then use the summary() function to generate statistic-
al information of the object. The data.frame() function can be used to create a 
data frame object. 

Based on the above analysis, it can be concluded that among the selected in-
terpretable variables, each regression coefficient is highly significant (P < 0.05), 
and the VIF value of each random variable is less than 10. This means that the 
VIF method can be used to determine that the new model does not have multi-
collinearity issues. Therefore, the four selected random variables can ensure the 
stability and reliability of the regression model. 

4. Modeling and Testing of Multiple Linear Regression on 
the Average Score of Basketball Players 

4.1. Regression Modeling for the Problem of Average Score per 
Game 

After selecting the explainable variable, the following will conduct multiple linear 
regression modeling analysis on the average score of NBA players based on the 
actual data obtained. To this end, the following multiple linear regression equa-
tion is proposed to be constructed: 

0 1 1 2 2 3 3 4 4 ,Y x x x xβ β β β β= + + + +                  (3) 

where, 1 2 3 4, , ,x x x x  are four interpretable variables selected from the previous 
section. That is, 1x  is “Minutes Played per Game”, 2x : “Field Goal Percentage”, 

3x : “Assists per Game” and 4x : “Personal Fouls per Game”. The constant term

0β  and the undetermined coefficients 1 2 3 4, , ,β β β β  need to be fixed by combin-
ing the sample values of four interpretable variables. 

4.2. Parameter Estimation and Testing of the Problem of Average 
Score per Game 

In this paper, the Bayesian method is proposed to estimate the undetermined coef-
ficients. Bayesian method is a method for calculating the probability of hypo-
theses. This method is based on the assumed prior probability, the probability of 
observing different data under a given assumption, and the observed data itself 
to obtain an estimate of the coefficient. The core idea is to integrate prior infor-
mation about unknown parameters with sample information, then use Bayesian 
formulas to obtain posterior information, and finally infer unknown parameters 
based on the posterior information. 

The steps to estimate parameters using Bayesian methods in this article are as 
follows: 
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Step (1). Define a prior distribution: Determine the problem to be solved and 
select an appropriate prior distribution based on the loss function. 

Step (2). Bayesian inference: By using Bayesian theorem, the loss function is 
combined with prior knowledge to construct a Bayesian model. 

Step (3). MCMC sampling: In order to obtain samples of parameters from the 
posterior distribution, the MCMC method can be used to determine the MCMC 
algorithm for sampling based on the model. 

Step (4). Analysis results: Analyze the posterior distribution obtained by the 
MCMC algorithm, and obtain the mean and standard deviation of each parameter. 

After the 4-step analysis of Bayesian estimation above, the estimated density 
value of the constant term 0β  and other parameters 1 2 3 4, , ,β β β β  can be ob-
tained (as shown in Figure 6). 

The mean() function is used to calculate the average value of a numerical vec-
tor, and the sd() function is used to calculate the standard deviation of a numerical 
vector. After calculating the mean and standard deviation of the above 5 coeffi-
cients, the posterior estimation results can be obtained as shown in Table 3. 

From the above calculation results, it can be seen that 2x  is the most signifi-
cant on the overall impact of the model. That is, the better the shooting percen-
tage, the higher the score. At the same time, it is noted that the corresponding 
coefficient is negative, which is also in line with our understanding that the few-
er fouls a player has, the better. In addition, the remaining two parameters are  

 

 
Figure 6. Bayesian estimates for 5 coefficients. 

 
Table 3. Posterior estimation distribution values for 5 coefficients. 

Parameters 0β  1β  2β  3β  4β  

Mean Values −9.7334 0.7279 9.0988 0.5077 −0.9113 

Standard Deviation 0.4384 0.0124 0.8031 0.0363 0.1042 
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both positive, which also indicates that “Minutes Played per Game” and “Assists 
per Game” have a positive effect on the dependent variable value (i.e. average 
score per game) of the model. 

Based on the above data analysis, the impact of a player’s shooting percentage 
on the average score per game is very significant. In order to achieve a higher 
average score per game, basketball players need to put in more effort, focus on 
practice, and improve their shooting accuracy under competitive conditions 
during regular training. In addition, strong physical fitness is the basic guarantee 
for effective “Minutes Played per Game”. When physical fitness is insufficient, 
“Minutes Played per Game” will be greatly reduced. Therefore, high-intensity 
endurance training is also essential for basketball players in their daily training 
process. In addition, the number of assists reflects more on the practice of basic 
basketball skills, basketball skills and the observation of teammates in the game 
are both important. In basketball games, fouls usually result in an exchange of 
ball rights, and sometimes the opponent is directly given free throws. Players 
who commit a lot of fouls may also be sent off the court, so it is important to 
minimize the number of “Assists per Game”. 

5. Conclusion 

Basketball has a strong mass foundation in our country, but the level of our na-
tional team is relatively backward. The NBA league almost gathers basketball 
elites from various countries around the world. By studying the game data of NBA 
players and combining multiple linear regression models, key factors affecting 
the average score of NBA players per game have been identified. Based on these 
factors, it can be concluded that the basketball skills required for different posi-
tions vary, and their average height is basically arranged from low to high ac-
cording to big data statistics. If further optimization of the model is needed, play-
ers in different positions can be classified to analyze the data of players in each 
position, and then highlight which data is more important for players in the cor-
responding positions. This idea can enable professional athletes in our country 
to develop skill packages that suit their own characteristics as early as possible 
based on their height (including increasing to average weight, etc.), strengthen 
some skills, and have a targeted approach, thereby improving the overall level of 
basketball. Due to the crucial role of starting players in basketball games, every 
player wants to start the game, and the selection of starting players is a very chal-
lenging task for coaches. Subsequent experiments can also use data analysis to 
determine which players are more suitable for starting matches, providing coaches 
with algorithmic selection support, and striving to make their own scores higher 
than the opponent’s scores, in order to win the game. 
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